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#### Abstract

A method is described for reducing the solution of a matrix equation of linear equations, $M z=d$, to that of a number of simpler equations. The method is one mathematical version of diakoptics, and can be used to solve engineering problems involving linear equations without specialization to each individual application. The method has the usual advantages of diakoptics: different parts of the problem can be solved on different computers (distributed computation), decreased computer storage requirements in fast storage, applicability to some types of parallel processors and decreased computation time in some circumstances. Consideration is given to reducing $M$ to specific forms including block triangular, banded and the usual block diagonal. Consideration is also given to the case where $M$ is not square and a new application is given to solving least-squares problems.


## 1. Introduction and notation

A system of equations, $M z=d$, is sometimes in a form which could be solved by a fast solution algorithm, if there were not some 'disturbing' non-zero entries in $M$. If these 'disturbing' entries are placed in a matrix $B$, and $M=A+B$, then using the technique of tearing, the solution of $M z=d$ can be related to the solution of the simpler system $A z=d$ by equations whose complexity depends on the rank of $B$.

The technique was originated in electrical engineering by Kron [31], and usually goes under the name diakoptics. Applications of diakoptics in engineering were quite slow to develop, but now there are numerous descriptions and announcements at conferences of applications, and of extensions of various forms of the method. Most of these are connected to specific applications, [5,7,11-17,20,23,24,27,28,31-35,37,39,41,42]. Diakoptics has been considered for use in parallel computation or in distributed computer systems [10,30]. A few authors have considered the basic mathematical techniques unconnected with specific applications [1,2,4,6,8,9,21,22,29,40], but only for the case where $M$ is non-singular. These mathematical results are mostly related, but apparently not [1], to the formulae for the inverse of a sum of matrices, as described in [25].

Section 2 describes a simple mathematical form of the result, and summarizes some of the established results. Section 3 considers specific forms of the reduced matrix $A$, with a simple numerical example. Section 4 considers the cases where $M$ is not square or not non-singular and it includes a new diakoptic least-squares approach.

The letters $A, B, M, X, Y$, etc. denote matrices, while letters $z, d$, $e$, etc. denote column matrices or column vectors, and 1 is used to denote an identity or unit matrix of appropriate size. If $B$ has order $m \times n$ and it has $r$ non-zero columns, then $B^{r}$ denotes the order $m \times r$ matrix containing all the non-zero columns of $B . z_{r},\left(A^{-1}\right)_{r}$, etc. denote matrices of $r$ selected rows from $z$ and $A^{-1}$; these $r$ rows are usually the rows in the same row position as are the $r$ non-zero columns in $B$. Similarly, $\left(A^{-1}\right)_{n-r}$ and $z_{n-r}$ denote the $(n-r) \times n$ and $(n-r) \times 1$ matrices of the rows of $A^{-1}$ and $z$ which are not contained in $\left(A^{-1}\right)_{r}$ and $z_{r}$. Partitioned
matrices are denoted as in $[A \mid X]$ or $\left[\frac{A}{F}\right]$. The blanks in the matrices used for numerical illustrations indicate zeros. The abbreviation n.s. is used for 'non-singular', $A^{*}$ represents the conjugate transpose of $A$, and $A^{-1}$ represents the inverse of $A$ and $z^{\mathrm{T}}$ is the transpose of $z$.

## 2. Basic results on tearing

Suppose the $n \times n$ matrix $M$ can be decomposed as $M=A+B$, where $A$ is non-singular and $B$ has exactly $r$ non-zero columns which are the columns of the $n \times r$ matrix $B^{r}$. The following results (1) and (2) are proved in the Appendix.
$M$ is n.s. if and only if $\left[1+\left(A^{-1}\right)_{r} B^{r}\right]$ is n.s.,
where $\left(A^{-1}\right)_{r}$ is the $r \times n$ matrix of those rows of $A^{-1}$ with the same row number as the columns of $B^{r}$ in $B$.

The system $M z=d$ is equivalent to (both have the same solution or both have no solutions)

$$
\begin{align*}
& {\left[1+\left(A^{-1}\right)_{r} B^{r}\right] z_{r}=\left(A^{-1}\right)_{r} d,}  \tag{2}\\
& z_{n-r}=\left(A^{-1}\right)_{n-r}\left(d-B^{r} z_{r}\right),
\end{align*}
$$

where $z_{r}$ is the vector of variables corresponding to the non-zero columns of $B$ (the connecting variables) and $z_{n-r}$ is the vector of remaining variables.

The efficient solution of the system (2) would be carried out by successively proceeding along the following steps (A)-(E) (using any appropriate linear equation solution algorithm).
(A) Solve for the vector $x$ : $A x=d$, so that $x=A^{-1} d$.
(Note that solving equations is much more efficient than calculating $A^{-1}$ ).
(B) Solve for $n \times r$ matrix $X: A X=B^{r}$, so that $X=A^{-1} B^{r}$.
(This means solve the equation for each right-hand side of $B^{r}$ and put together all the solutions as the columns of $X$ ).
(C) Solve for $z_{r}:\left(1+X_{r}\right) z_{r}=x_{r}$, where $X_{r}$ and $x_{r}$ consist of rows of $X$ and $x$ corresponding to the variables in $z_{r}$.
Since $\left(1+X_{r}\right)=1+\left(A^{-1}\right)_{r} B^{r}$ and $x_{r}=\left(A^{-1}\right)_{r} d$, then $z_{r}=\left(1+\left(A^{-1}\right)_{r} B^{r}\right)^{-1}\left(A^{-1}\right)_{r} d$.
(D) Calculate $z_{n-r}=x_{n-r}-X_{n-r} z_{r}$, so that $z_{n-r}=\left(A^{-1}\right)_{n-r}\left(d-B^{r} z_{r}\right)$ as in (2).
(E) Construct $z$ from $z_{r}$ and $z_{n-r}$.

Here $x_{r}, X_{r}, x_{n-r}$ and $X_{n-r}$ are the rows of $x$ and $X$ corresponding to the rows of $z$ contained in $z_{r}$ and $z_{n-r}$.

The advantages of this method arise because the solutions of the matrix equations in (A) and (B) will be very fast if $A$ has a special structure such as block diagonal or banded. In particular, if $A$ is block diagonal with $A=\operatorname{diag}\left[A_{1}, A_{2}, \ldots, A_{p}\right]$, then the solution of the equation $A x=d$, for example, can be obtained by solving the much smaller systems $A_{i} x_{i}=d_{i}$, for $i=1, \ldots, p$, where $d_{i}$ is the appropriate part of $d$. The complete solution vector then is the composite

$$
x=\left[\begin{array}{c}
\frac{x_{1}}{x_{2}} \\
\hdashline \vdots \\
\overline{x_{p}}
\end{array}\right] .
$$

The third equation, $\left(1+X_{r}\right) z_{r}=x_{r}$, has an $r \times r$ coefficient matrix which will be small provided $r$ is small.

If $M$ is n.s., then the inverse of $M$ may be calculated in terms of $A^{-1}$ by the formula which is proved in the Appendix:

$$
\begin{equation*}
M^{-1}=A^{-1}\left\{1-B^{r}\left[1+\left(A^{-1}\right)_{r} B^{r}\right]^{-1}\left(A^{-1}\right)_{r}\right\} . \tag{4}
\end{equation*}
$$

This inverse may be efficiently calculated successively as follows:

$$
\begin{array}{ll}
\text { solve for } n \times n \text { matrix } Y: & A Y=1, \\
\text { solve for } r \times n \text { matrix } Z: & \left(1+Y_{r} B^{r}\right) Z=Y_{r},  \tag{5}\\
\text { calculate } & M^{-1}=Y\left(1-B^{r} Z\right)
\end{array}
$$

Here $Y_{r}$ consists of the rows of $Y$ corresponding to the rows of $z$ in $z_{r}$.
The result (1) and result (2), when $M$. is n.s., are special cases of more general results contained in Bunch and Rose [9, §4], Steward [40], and Bückner [8, pp 448-449] and is related to Kron's method [31] and to the Sherman-Morrison-Woodbury formula for the inverse of the sum of two matrices [25]. The result (4) is a variation on the Sherman-Morrison-Woodberry formula and is derived in the Appendix from equation (24) of [25] where the original references are cited.

Notice, however, that (2) leads to a different formula for $M^{-1}$ which can be obtained from the Sherman-Morrison-Woodbury formula with some difficulty, namely (using partitioned matrix notation):

$$
\begin{equation*}
M^{-1}=\left(\frac{\left(A^{-1}\right)_{n-r}}{0}\right)+\left(\frac{-\left(A^{-1}\right)_{n-r} B^{r}}{1}\right)\left[1+\left(A^{-1}\right)_{r} B^{r}\right]^{-1}\left(A^{-1}\right)_{r} \tag{6}
\end{equation*}
$$

This formula assumes that the columns of $M$ are ordered so that the $r$ columns of $B^{r}$ occur last and the remaining columns occur first in the column ordering from left to right, and similarly for the row ordering. There will be computational advantages in using (6) rather than (4) in some circumstances.

Generalizations of results (1) to (5) are given by ( $1^{\prime}$ ) to ( $5^{\prime}$ ) below.
Let $M=A+B$, where $A$ is n.s., and suppose $B$ has rank $r$ (but not necessarily only $r$ non-zero columns). $B$ has full-rank factorisation $B=F D G$, where $F$ has order $n \times r, G$ has order $r \times n$ and both have rank $r$, and $D$ is a full-rank diagonal matrix (see, for example, Ben-Israel and Greville [3, p. 22]); $D$ can be the identity matrix in order to simplify this.
$M$ is n.s. if and only if $D^{-1}+G A^{-1} F$ is n.s.
The system $M z=d$ is equivalent to the system

$$
\begin{align*}
& \left(D^{-1}+G A^{-1} F\right) y_{r}=G A^{-1} d \\
& z=A^{-1} d-A^{-1} F y_{r}
\end{align*}
$$

where $y_{r}$ is an $r \times 1$ vector of auxiliary variables related to $z$ by $y_{r}=G z$. An efficient solution is given by successively solving,

$$
\begin{array}{ll}
\text { solve for } x: & A x=d, \\
\text { solve for } X: & A X=F \\
\text { solve for } y_{r}: & \left(D^{-1}+G X\right) y_{r}=G x, \\
\text { calculate } z: & z=x-X y_{r} .
\end{array}
$$

Similarly,

$$
M^{-1}=A^{-1}\left[1-F\left(D^{-1}+G A^{-1} F\right)^{-1} G A^{-1}\right] .
$$

An efficient algorithm for calculating $M^{-1}$ is to successively solve:
solve for the $n \times n$ matrix $Y: \quad A Y=1$,
solve for the $r \times n$ matrix $Z: \quad(1+G Y F) Z=G Y$,
calculate $\quad M^{-1}=Y(1-F Z)$.
The proofs of $\left(1^{\prime}\right)$ and $\left(2^{\prime}\right)$, being very similar to the proofs of (1) and (2), are omitted, and the other results may be related to previously cited references.

If $M$ is singular and possibly not square, then formulae (4) and (4') can be adapted to give the generalised inverse matrix of $M$, which here means any matrix, denoted $M^{-}$, satisfying $M M^{-} M=M$ (see [3] for more details). Equation (4') becomes

$$
\begin{equation*}
M^{-}=A^{-}\left[1-F D\left(D+D G A^{-} F D\right)^{-} D G A^{-}\right] \tag{7}
\end{equation*}
$$

where $A^{-}$and $\left(D+D G A^{-} F D\right)^{-}$are generalised inverses of the possibly singular matrices $A$ and ( $D+D G A^{-} F D$ ). This holds provided the row and column space of $B=F D G$ are subsets of the row and column spaces of $A$. The proofs of these formulae are without major difficulty and are omitted.

The role of generalized inverses in equations is that $M z=d$ has a solution $z=M^{-} d$, provided a solution exists, and has general multiple solutions given by $z=M^{-} d+\left(1-M^{-} M\right) p$, for arbitrary vector $p$. (see [3]).

## 3. Exploiting a 'near'-banded or 'near'-block triangular structure

According to Bunch and Rose [ $9, \S 4,5$ ] single-element tearing for symmetric matrices, $M$, is not advantageous over other methods (and may be worse) unless additional structural information is available for the matrix $A$, where $M=A+B$, such as $A$ being banded, triangular, block triangular or of other special form. These special forms of $A$ are considered in more detail in this section.

The opportunities of tearing in these cases include the following: (a) if $A$ is block diagonal or block triangular then it enables very large problems where $M$ has appropriate structure to be broken up into a number of simpler problems; (b) it enables a problem where $M$ has only a small number of non-zero entries outside of the special structure, such as banded, to be converted into a problem with matrix having the special structure or conversion to a better form of the special structure, such as reduced band width; (c) when $A$ is block diagonal, it enables different parts of the problem to be solved on entirely separate and independent computers (steps (A) and (B) of (3)), with only the final parts requiring assembly of these separate parts on a central computer (solving the $r \times r$ system in step (C) of (3) and other minor calculations in (D) and (E)). In other words, there is substantial parallel computation possible.

An example of type (b) is given, with operational counts, in example 6, Section (4) of Bunch and Rose [9]. In order for tearing to be advantageous, even in these cases where $M$ has special structure, the number, $r$, of non-zero columns in $B$, where $M=A+B$, must be relatively small compared with the size of $M$. That is, the solution of the $r \times r$ auxiliary systems, $\left(1+X_{r}\right) z_{r}=x_{r}$ (see equation (3)), must not approach the complexity of the direct solution of the original problem $M z=d$ (Note that $1+X_{r}$ may not be as sparse as was $M$ ).

The problem of solving the system $A z=d$ or of finding $A^{-1}$ when $A$ is a non-singular banded matrix (for some non-negative integer $b,-b \leqslant i-j \leqslant b$ for all non-zero entries $a_{i j}$ of $A$ ) has been investigated in great detail, especially for tri-diagonal systems. The solution is very efficient because there is no fill-in of $L$ during an $L U$ factorization and only $5 n$ multiplications and divisions are required where $A$ is $n \times n$ (see for example [26, §7.1]). For one method of putting a matrix into a banded form, by rearranging rows and columns, see [18] or [19]. Further information is in [38]. For clarification purposes only, Examples 1 and 2 below provide simple examples of the band-width reduction process and of the reduction of the system to two smaller systems.

Another special case of $A z=d$, with a solution composed of a series of smaller problems, occurs when $A z=d$ has block triangular structure ( $a_{j j}=0$ for all $j>i$, or for all $i>j$, except for those entries lying in some square contiguous non-overlapping diagonal block submatrices):


The blocks may be single diagonal entries, and triangular matrices are special cases of this form. The solution algorithm involves successively solving a system, whose coefficient matrix is the diagonal block, for the variables associated with that block. The order of solving the blocks is from upper left to lower right if $A$ is lower block triangular and the reverse order if $A$ is upper block triangular. Duff and Reid [15] give an implementation of the fast algorithm of Tarjan for converting a matrix into block triangular form and Steward [40] gives a not-so-fast algorithm for choosing which elements to tear in order to reduce large diagonal blocks to a number of smaller blocks in a block triangular matrix. The algorithms are illustrated in Steward's paper, and the tearing process is a straightforward application of equation (2).

Example 1. Decreasing the bandwidth in $M z=d$, when $M$ is a banded matrix. Let $M$ be given, and $A, B^{r}$ be chosen as follows:

$$
M=\left[\begin{array}{rrrrrrr}
2 & 1 & & & & & \\
3 & 1 & 1 & & & & \\
& -1 & 1 & 1 & & & \\
& & & 2 & 1 & & \\
& & & 1 & 2 & & \\
& & & 1 & 1 & 1 & 1 \\
& & & 1 & 1
\end{array}\right], \quad d=\left[\begin{array}{r}
2 \\
1 \\
-2 \\
1 \\
2 \\
0 \\
4
\end{array}\right],
$$

and choose

$$
A=\left[\begin{array}{rrrrrrr}
2 & 1 & & & & & \\
3 & 1 & 1 & & & & \\
& -1 & 1 & 1 & & & \\
& & & 2 & 1 & & \\
& & & 1 & 2 & & \\
& & & & 1 & 1 & 1 \\
& & & & & -1 & 1
\end{array}\right], \quad B^{r}=\left[\begin{array}{ll} 
& \\
& \\
& \\
& \\
1 & 2
\end{array}\right],
$$

so

$$
z_{r}=\left[\begin{array}{ll}
z_{4}, & z_{5}
\end{array}\right]^{\mathrm{T}}, \quad z_{n-4}=\left[\begin{array}{lllll}
z_{1} & z_{2} & z_{3} & z_{6} & z_{7}
\end{array}\right]^{\mathrm{T}} .
$$

Using (2) and (3), and using $L U$-factorization or any other algorithm, $A x=D$ and $A X=B^{r}$ have solutions

$$
x=\left[\begin{array}{lllllll}
1 & 0 & -2 & 0 & 1 & -\frac{5}{2} & \frac{3}{2}
\end{array}\right]^{\mathrm{T}}, \quad X=\left[\begin{array}{lllllll}
0 & 0 & 0 & 0 & 0 & -\frac{1}{2} & \frac{1}{2} \\
0 & 0 & 0 & 0 & 0 & -1 & 1
\end{array}\right]^{\mathrm{T}} .
$$

Hence ( $1+X_{r}$ ) $z_{r}=x_{r}$ (see equation (3)) becomes $z_{r}=x_{r}=\left[\begin{array}{ll}0 & 1\end{array}\right]^{\mathrm{T}}$.

$$
z_{n-r}=x_{n-r}-X_{n-r} z_{r} \text { becomes } z_{n-r}=\left[\begin{array}{lllll}
1 & 0 & -2 & -\frac{s}{2} & \frac{3}{2}
\end{array}\right]^{\mathrm{T}}-\left[\begin{array}{lllll}
0 & 0 & 0 & -1 & 1
\end{array}\right]^{\mathrm{T}} .
$$

So

$$
z_{n-r}=\left[\begin{array}{lllll}
1 & 0 & -2 & -\frac{3}{2} & \frac{1}{2}
\end{array}\right]^{\mathrm{T}}
$$

and the complete solution is

$$
z=\left[\begin{array}{lllllll}
1 & 0 & -2 & 0 & 1 & -\frac{3}{2} & \frac{1}{2}
\end{array}\right]^{\mathrm{T}} .
$$

Example 2. Separating $M z=b$, where $M$ is a banded matrix, into two similar problems and an auxiliary problem.

Take $M$ and $d$ as above and choose

$$
A=\left[\begin{array}{rrrrrrr}
2 & 1 & & & & & \\
3 & 1 & 1 & & & & \\
& -1 & 1 & 1 & & & \\
& & & 2 & & & \\
& & & & 1 & 1 & 1 \\
& & & & 2 & -1 & 1
\end{array}\right], \quad B^{r}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 1 \\
1 & 0 \\
0 & 0 \\
1 & 0
\end{array}\right], \quad z_{r}=\left[\begin{array}{l}
z_{4} \\
z_{5}
\end{array}\right], \quad z_{n-r}=\left[\begin{array}{l}
z_{1} \\
z_{2} \\
z_{3} \\
z_{6} \\
z_{7}
\end{array}\right] .
$$

$A x=d$ and $A X=B^{r}$ each separate into two parts:

$$
A_{1} x_{1}=d_{1}, \quad A_{2} x_{2}=d_{2}, \quad A_{1} X_{1}=B_{1}^{r}, \quad A_{2} X_{2}=B_{2}^{r}
$$

where

$$
\begin{aligned}
& A_{1}=\left[\begin{array}{rrrr}
2 & 1 & & \\
3 & 1 & 1 & \\
& -1 & 1 & 1 \\
& &
\end{array}\right], \quad A_{2}\left[\begin{array}{rrr}
2 & & \\
1 & 1 & 1 \\
2 & -1 & 1
\end{array}\right], \quad d_{1}=\left[\begin{array}{r}
2 \\
1 \\
-2 \\
1
\end{array}\right], \quad d_{2}=\left[\begin{array}{l}
2 \\
0 \\
4
\end{array}\right], \quad B_{1}^{r}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 1
\end{array}\right], \\
& B_{2}^{r}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0 \\
1 & 0
\end{array}\right],
\end{aligned}
$$

Solutions by any convenient algorithm are

$$
\begin{aligned}
& x_{1}=\left[\begin{array}{lll}
\frac{1}{2} & 1 & -\frac{3}{2} \frac{1}{2}
\end{array}\right]^{\mathrm{T}}, \quad x_{2}=\left[\begin{array}{ll}
1 & -\frac{3}{2} \\
\frac{1}{2}
\end{array}\right]^{\mathrm{T}}, \quad X_{1}=\left[\begin{array}{rrrr}
0 & 0 & 0 & 0 \\
-\frac{1}{2} & 1 & \frac{1}{2} & \frac{1}{2}
\end{array}\right]^{\mathrm{T}}, \\
& X_{2}=\left[\begin{array}{rrr}
\frac{1}{2} & -\frac{1}{4} & -\frac{1}{4} \\
0 & 0 & 0
\end{array}\right]^{\mathrm{T}} . \\
& \left(1+X_{r}\right) z_{r}=x_{r} \text { becomes }\left[\begin{array}{ll}
1 & \frac{1}{2} \\
\frac{1}{2} & 1
\end{array}\right] z_{r}=\left[\begin{array}{c}
\frac{1}{2} \\
1
\end{array}\right] \text { or }\left[\begin{array}{l}
z_{4} \\
z_{5}
\end{array}\right]=\left[\begin{array}{l}
0 \\
1
\end{array}\right],
\end{aligned}
$$

and

$$
\begin{aligned}
z_{n-r} & =x_{n-r}-X_{n-r} z_{r} \text { becomes } z_{n-r}=\left[\begin{array}{lllll}
\frac{1}{2} & 1 & -\frac{3}{2} & -\frac{3}{2} & \frac{1}{2}
\end{array}\right]^{\mathrm{T}}-\left[\begin{array}{llllll}
-\frac{1}{2} & 1 & \frac{1}{2} & 0 & 0
\end{array}\right]^{\mathrm{T}}, \\
\text { or } z_{n-r} & =\left[\begin{array}{lllll}
1 & 0 & -2 & -\frac{3}{2} & \frac{1}{2}
\end{array}\right]^{\mathrm{T}} \text {. The complete solution is } z=\left[\begin{array}{lllllll}
1 & 0 & -2 & 0 & 1 & -\frac{3}{2} & \frac{1}{2}
\end{array}\right]^{\mathrm{T}} .
\end{aligned}
$$

## 4. Tearing when $\boldsymbol{M}$ is not square, and least squares

Extensions of the tearing process can be used in the cases where $M$ is not square. Consider first the system $M z=d$ where $M$ has order $m \times n$ with $m \leqslant n$. Assume that, after rearranging columns if necessary, the first $m$ columns of $M$ are decomposed as $A+B$, so that in partitioned form $M=[A+B \mid E]$, and correspondingly $z=\left[z_{m} \mid z_{n-m}\right]^{\mathrm{T}}$. If $B$ has $r$ non-zero columns where $r$ is small compared with $m$, while $A$ is n.s. and has a special structure which allows quick solutions of equations of which it is coefficient matrix, then a useful reduction formula similar to equation (2) is as follows:

$$
\begin{align*}
& M z=d, \text { or }[A+B \mid E]=d \text { is equivalent to }\left[1+\left(A^{-1}\right)_{r} B^{r}\right] z_{r}=\left(A^{-1}\right)_{r}\left(d-E z_{n-m}\right), \\
& z_{m-r}=\left(A^{-1}\right)_{m-r}\left(d-B^{r} z_{r}-E z_{n-m}\right) \tag{8}
\end{align*}
$$

where $B^{r}$ consists of the $r$ non-zero columns of $B,\left(A^{-1}\right)_{r}$ and $z_{r}$ are the $r$ rows of $A^{-1}$ and $z_{m}$ corresponding to the non-zero columns of $B$, while $\left(A^{-1}\right)_{m-r}$ and $z_{m-r}$ are the remaining rows of $A^{-1}$ and $z_{m}$. A generalization of result (8) in the form of equation (2') is also possible but is not given here.

Notice that $A+B$ is $\mathrm{n} . \mathrm{s}$. if and only if $\left[1+\left(A^{-1}\right)_{r} B^{r}\right]$ is n.s., by equation (1), in which case $z_{n-m}$ becomes simply a vector of arbitrary parameters in (8). If ( $1+\left(A^{-1}\right)_{r} B^{r}$ ) is singular, or it is not known that $1+\left(A^{-1}\right)_{r} B^{r}$ is n.s., then the solution becomes more complicated because the vector $z_{n-m}$ must now be chosen so that any linear dependence of the rows of $1+\left(A^{-1}\right)_{r} B^{r}$ is also a linear dependence of $\left(A^{-1}\right)_{r}\left(d-E z_{n-m}\right)$.

An efficient solution algorithm of (8) for the case where $A+B$, and so $1+\left(A^{-1}\right)_{r} B^{r}$, are n.s. is a simple adaption of (3). A proof of (8) is given in the Appendix.

This completes the consideration of the case of fewer equations than variables. In a similar way formulae can be given for the solution where there are more equations than variables. However, in such large equation systems derived from a physical model, using data from the actual physical situation, the system would almost always be inconsistent. Such inconsistencies can result from inaccuracies in the data and because of the imperfect fit of the mathematical model with the physical situation being modelled. This limits the usefulness of this method. The least-squares approximate solution of $M z=d$ is usually used in such cases and can be found using well known theory. That is, if $M$ is $m \times n$ with $m \geqslant n$ then the least-squares solution of $M z=d$ is given by a solution of the system with symmetric matrix $M^{*} M$ :

$$
\begin{equation*}
\left(M^{*} M\right) z=M^{*} d \tag{9}
\end{equation*}
$$

where $M^{*}$ is the conjugate transpose of $M$. If $M$ has rank $n$, then $M^{*} M$ is non-singular, so that the least-squares solution is unique, and the solution of (9) by $L U$-decomposition or other usual method is particularly simple since the method is stable under any feasible pivoting order, and requires fewer operations than the non-symmetric case. In many cases, a better solution method for least-squares problems is by singular-value decomposition as discussed in [36].

Unfortunately the coefficient matrix $M^{*} M$ in (9) usually has a lot of fill-in and is not suitable for diakoptic solution methods. However, a diakoptical solution can be carried out in
two stages as follows. Assume $M$ is $m \times n$ with $m \geqslant n$ and $M=A+B$, where $A$ has a structure as shown with nonzero blocks, $D_{i}$, which have at least as many rows as columns:

| $D_{1}$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $D_{2}$ |  | 0 |
|  |  | $\ddots$ |  |
|  | 0 |  | $\boxed{D_{p}}$ |

Assume $B$ has only $r$ non-zero columns which together form the $m \times r$ matrix $B^{r}$. Hence (9) can be written

$$
M^{*} A z+M^{*} B z=M^{*} d, \quad M^{*} A \text { is now square. }
$$

The diakoptical solution using formulae (2) is given by

$$
\begin{equation*}
\left(1+\left[\left(M^{*} A\right)^{-1}\right]_{r} M^{*} B^{r}\right) z_{r}=\left[\left(M^{*} A\right)^{-1}\right]_{r} M^{*} d \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{n-r}=\left[\left(M^{*} A\right)^{-1}\right]_{n-r}\left(M^{*} d-M^{*} B^{r} z_{r}\right) \tag{12}
\end{equation*}
$$

The only additional difficulty in solving (11) and (12) is in dealing with $\left(M^{*} A\right)^{-1}$, and this can be dealt with by working with a transposed form of $\left(M^{*} A\right)^{-1}$, as follows:

$$
\begin{aligned}
\left(M^{*} A\right)^{-1} & =\left(\left[\left(M^{*} A\right)^{*}\right]^{-1}\right)^{*}\left(\text { since for any matrix } C,\left(C^{*}\right)^{-1}=\left(C^{-1}\right)^{*}\right) \\
& =\left[\left(A^{*} M\right)^{-1}\right]^{*}
\end{aligned}
$$

Consider, temporarily, the unconjugated matrix $\left(A^{*} M\right)^{-1}$,

$$
\left(A^{*} M\right)^{-1}=\left[A^{*}(A+B)\right]^{-1}=\left(A^{*} A+A^{*} B\right)^{-1}
$$

Note that $A^{*} B$ will have the same zero columns as $B$, and $\left(A^{*} B\right)^{r}=A^{*} B^{r}$. Using formula (4) (or (6) can be used in a similar way)

$$
\begin{equation*}
\left(A^{*} M\right)^{-1}=\left(A^{*} A\right)^{-1}\left\{1-A^{*} B^{r}\left(1+\left[\left(A^{*} A\right)^{-1}\right]_{r} A^{*} B^{r}\right)^{-1}\left[\left(A^{*} A\right)^{-1}\right]_{r}\right\} \tag{13}
\end{equation*}
$$

and so, taking the conjugate, using the fact that $\left(\left[\left(A^{*} A\right)^{-1}\right]_{r}\right)^{*}=\left[\left(A^{*} A\right)^{-1}\right]^{r}$,

$$
\begin{align*}
\left(M^{*} A\right)^{-1} & =\left[\left(A^{*} M\right)^{-1}\right]^{*} \\
& =\left\{1-\left[\left(A^{*} A\right)^{-1}\right]^{r}\left(1+\left[B^{r}\right]^{*} A\left[\left(A^{*} A\right)^{-1}\right]^{r}\right)^{-1}\left[B^{r}\right]^{*} A\right\}\left(A^{*} A\right)^{-1} . \tag{14}
\end{align*}
$$

Substitution of (14) into (11) and (12) gives the complete result. Notice that, in (14), ( $\left.A^{*} A\right)^{-1}$ can be calculated in terms of the separate blocks, $D_{i}$, of $A$, since by (10), $A^{*} A=$ $\operatorname{diag}\left[D_{1}^{*} D_{1}, D_{2}^{*} D_{2}, \ldots, D_{p}^{*} D_{p}\right]$ (i.e. the block diagonal matrix with blocks $D_{1}^{*} D_{1}, \ldots, D_{p}^{*} D_{p}$ ) and $\left(A^{*} A\right)^{-1}=\operatorname{diag}\left[\left(D_{1}^{*} D_{1}\right)^{p_{1}}, \ldots,\left(D_{p}^{*} D_{p}\right)^{-1}\right]$.

The rather complicated formulae (11), (12), (13) and (14) have a relatively simple solution algorithm as follows, where $M$ has size $m \times n$ and $A_{1}=D_{1}^{*} D_{1}, A_{2}=D_{2}^{*} D_{2}, \ldots, A_{p}=D_{p}^{*} D_{p}$ :
(a) calculate $A_{i}=D_{i}^{*} D_{i}, B_{i}=A_{i}^{-1}$ and $C_{i}=D_{i}^{*}\left[B^{r}\right]_{i}$ for $i=1, \ldots, p$, where $\left[B^{r}\right]_{i}$ is the block of rows of $B^{r}$ corresponding in position to the rows of $D_{i}$ in $A$;
(b) calculate the matrices $E_{i}$ of size $n_{i} \times r$, where $n_{i}$ is the number of columns of $D_{i}$,

$$
E_{i}=B_{i} C_{i}, \text { for } i=1, \ldots, p,\left(\text { so that } E_{i}=\left(D_{i}^{*} D_{i}\right)^{-1} D_{i}^{*}\left[B^{r}\right]_{i}\right)
$$

Form the composite matrix, $E=\left(A^{*} A\right)^{-1} A^{*} B^{r}$ of size $n \times r$

$$
E=\left[\begin{array}{c}
\frac{E_{1}}{E_{2}} \\
\frac{\vdots}{E_{p}}
\end{array}\right]
$$

(c) solve the system of equations for the $r \times r$ matrix

$$
\begin{aligned}
& {\left[1+\left(E_{r}\right)^{*}\right] F=M^{*} B^{r},} \\
& {\left[1+\left(E_{r}\right)^{*}\right] f=M^{*} d}
\end{aligned}
$$

(so $F=\left(1+\left(B^{r}\right) * A\left[\left(A^{*} A\right)^{-1}\right]^{r}\right)^{-1} M^{*} B^{r}$, and $r$-vector $f=\left(1+\left(B^{r}\right)^{*} A\left[\left(A^{*} A\right)^{-1}\right]^{r}\right)^{-1} M^{*} d$ );
(d) solve the $r \times r$ system for $z_{r}$ to give the formula of equation (11),

$$
(1+F) z_{r}=f
$$

(e) calculate, using equation (12), the remaining $z$-variables

$$
z_{n-r}=\left(E_{n-r}\right)^{*}\left(M^{*} d-M^{*} B^{r} z_{r}\right) ;
$$

(f) form the solution vector $z$ from $z_{r}$ and $z_{n-r}$.

The solution time of a state-estimation problem using formulae (11) to (14) using steps (a) to (f), is most dependent on the calculation of the inverses of the blocks $A_{i}$ in step (a). Each such block of size $d \times d$ requires approximately $d^{3}$ multiplications so that $p$ equal blocks would require about $p(n / p)^{3}=n^{3} / p^{2}$ such operations. In comparison direct solution by $L U$-decomposition of the full $n \times n$ system of equations (9) requires about ( $1 / 3$ ) $n^{3}$ operations, plus the multiplication required to form the products $M^{*} M$ and $M^{*} d$ of about $n^{3}$ operations. However, sparse-matrix methods or other more efficient least-squares solutions show that computation time-savings by the diakoptics method may be small or non-existent in a least-squares solution on a single computer.

However, the method can save computer storage and can be very effective on a distributed computer system where the individual calculations for $i=1,2, \ldots, p$ in steps (a) and (b) are carried out on different computers, perhaps in different areas of an electrical system. The information from the separate computers would only have to be brought together to complete the solution in steps (c), (d), (e), and (f). However, the last four steps involve a relatively small part of the solution computation provided $r$ is not too large. The most computation occurs in step (c) when solving $r+1$ systems of linear equations, each with the same $r \times r$ coefficient matrix. If $L U$-decomposition were used then this would involve roughly ( $1 / 3$ ) $r^{3}$ multiplications for the $L U$-decomposition and roughly $r^{3}$ for the forward and backwards substitutions
giving a total of $(4 / 3) r^{3}$. There is also another $r \times r$ system of equations in step (4) using about another $r^{3} / 3$ operations.

## Appendix

## Proof of (1)

Assuming $A$ is n.s., $M=A+B$ is n.s. if and only if $1+A^{-1} B$ is n.s., if and only if $1_{r}+\left(A^{-1}\right)_{r} B$ has linearly independent rows, (where $1_{r}$ and $\left(A^{-1}\right)_{r}$ are the rows of 1 and $A^{-1}$ corresponding to the nonzero columns of $B$ ) since $1+A^{-1} B$ differs from $1_{r}+\left(A^{-1}\right)_{r} B$ by having extra rows each with a single non-zero entry in a zero column of $1_{r}+\left(A^{-1}\right)_{r} B$. Finally, $1_{r}+\left(A^{-1}\right)_{r} B$ has linearly independent rows if and only if $1+\left(A^{-1}\right)_{r} B^{r}$ is n.s., since the two differ only by zero columns, thus proving (1).

## Proof of (2)

When $M$ is singular or n.s. $M z=d$ or $(A+B) z=d$ is equivalent to $z+A^{-1} B z=A^{-1} d$, and using $B z=B^{r} z_{r}$, and separating into subsets of $r$ rows and of $(n-r)$ rows, is equivalent to

$$
\begin{aligned}
& z_{r}+\left(A^{-1}\right)_{r} B^{r} z_{r}=\left(A^{-1}\right)_{r} d, \\
& z_{n-r}+\left(A^{-1}\right)_{n-r} B^{r} z_{r}=\left(A^{-1}\right)_{n-r} d,
\end{aligned}
$$

from which the result (2) follows.

Proof of (4)

$$
(A+B)^{-1}=\left(A+B A^{-1} A\right)^{-1}=\left(A^{-1}\right)\left(1+B A^{-1}\right)^{-1}=A^{-1}\left[1+B^{r}\left(A^{-1}\right)_{r}\right]^{-1}
$$

and by formula (24) of [25], with $A=1, U=1, B=B^{r}, V=\left(A^{-1}\right)_{r}$,

$$
(A+B)^{-1}=A^{-1}\left\{1-B^{r}\left[1+\left(A^{-1}\right)_{r} B_{r}\right]^{-1}\left(A^{-1}\right)_{r}\right\}
$$

## Proof of (8)

The system $M z=[A+B \mid E] z=d$ is equivalent to

$$
A^{-1}\left[A+B \backslash E^{\prime}\right]\left[\frac{z_{m}}{z_{n-m}}\right]=A^{-1} d
$$

and to $\left(1+A^{-1} B\right) z_{m}+A^{-1} E z_{n-m}=A^{-1} d$, and to $z_{m}+A^{-1} B^{r} z_{r}+A^{-1} E z_{n-m}=A^{-1} d$, since $B z_{m}=B^{r} z_{r}$. This is equivalent to the $r$ rows given by

$$
z_{r}+\left(A^{-1}\right)_{r} B^{r_{2}} z_{r}+\left(A^{-1}\right)_{r} E z_{n-m}=\left(A^{-1}\right)_{r} d
$$

and the remaining $m-r$ rows

$$
z_{m-r}+\left(A^{-1}\right)_{m-r} B^{r} z_{r}+\left(A^{-1}\right)_{m-r} E z_{n-m}=\left(A^{-1}\right)_{m-r} d .
$$

This completes the proof of (8).
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